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Maps and 
Correspondences
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Maps

3Map from X to Y



Maps and Correspondences
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• Multiscale 
mappings 
• Point/pixel level 
• part level

Maps capture what 
is the same or similar  
across two data sets



Map Composition
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Problems and Issues

6Symmetry, ambiguity, scale, bad data



Non-Convex, Combinatorial Optimization

7Symmetry, ambiguity, scale, bad data

n! permutations

multiple minima



A Potential Way Out

8Redefine the notion of map

Find alternative representation more amenable to optimization



Function Spaces 
and Functional Maps
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A Dual View:  
Functions and Operators

Functions on data 
Properties, attributes, 
descriptors, part indicators, etc. 
But also beliefs, opinions, etc 

Operators on functions 
Maps of functions to functions 

Laplace-Beltrami operator on a 
manifold 
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heat diffusion

Laplace Beltrami eigenfunctions

Curvature
Parts

SIFT flow, C. Liu 2011



Functional Maps
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Starting from a Regular Map φ

12φ: lion → cat



Attribute Transfer via Pull-Back

13Tφ: cat → lion



A Contravariant Functor

Functions on cat are transferred to lion using Tφ Tφ is a linear operator (matrix)

from cat to lion
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Functional Map
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Dual of a  
point-to-point map



Bases for a Function Space
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Point basis 
Finite-element basis

Local bases



Bases for a Function Space
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Fourier

Laplace-Beltrami global support



More Exotic Bases Possible

18Textons, wavelets, …



Exploit Linearity
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Linear 
operator!



Application of Basis
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Application of Basis

21Enough to know these



Functional Map Matrix
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Functional Map Representation
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Map Composition

24Matrix multiplication



Maps as Linear Operators
An ordinary shape map lifts to a linear operator mapping the 
function spaces 
With a truncated hierarchical basis, compact representations 
of functional maps are possible as ordinary matrices 
Map composition becomes ordinary matrix multiplication 
Functional maps can express many-to-many associations, 
generalizing classical 1-1 maps

25

Using truncated 
Laplace-Beltrami 
basis



Estimating the Mapping Matrix

Suppose we don’t know C. However, we expect a pair of 
functions   and     to correspond. Then, C 
must be s.t.

where

Given enough          pairs in correspondence, we can 
recover C through a linear least squares system.   26



Plenty of Functions: 
Descriptors for Points and Parts
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For shapes, there are many descriptors with various types 
of invariances 

Spin Images: 
[Johnson, Hebert  ’99] 
 

Shape Contexts: 
[Belongie et al. ’00, Frome et al. ’04]

Wave Kernel Signatures (WKS): 
[Aubry et. al. ‘11] 
 

Heat Kernel Signatures (HKS): 
[Sun, Ovsjanikov, G. ’08]] 
 

Rigid invariance 
(extrinsic)

Isometric invariance 
(intrinsic)



Function Preservation Constraints

Suppose we don’t know C. However, we expect a pair of 
functions   and     to correspond. Then, C 
must be s.t.

Function preservation constraint is quite general and includes:  

Descriptor preservation (e.g. Gaussian curvature, spin 
images, HKS, WKS).  

Landmark correspondences (e.g. distance to the point).  

Part correspondences (e.g. indicator function). 

Texture preservation
28

injection of low-level knowledge or supervision



Commutativity Regularization

In addition, we can phrase an operator commutativity 
constraint: given two operators          and 
             .

Thus:                                           should be minimized

Note: this is a linear constraint on C. S1 and S2 could 
be symmetry operators or e.g. Laplace-Beltrami or 
Heat operators.  29



Operator Commutativity

30

Differentiate and then transport

Transport and then differentiate



Isometry Regularizer

Lemma 1:

The mapping is isometric, if and only if the functional 
map matrix commutes with the Laplacian: 
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Also conformality, area or volume preservation, etc.



Volume Preservation 
Regularizer

Lemma 2:

The mapping is locally volume preserving, if and only 
if the functional map matrix is orthonormal:
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Rotations/reflections in functions space



Conformal Regularization

Lemma 3:

If the mapping is conformal if and only if:

Using these regularizations, we get a very 
efficient shape matching method.  
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Sparcity in a Localized Basis
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Sparse Modeling of Intrinsic Correspondences (Pokrass, Bronstein2, Sprechmann, Sapiro)

Sum of Euclidean 
norms of cols



General Optimization for Maps
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Start here



Map Continuity
Not explicitly enforced 

Implicit in the choice of basis
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From Functional to Point-to-
Point Maps

Can try transporting delta functions individually -- 
expensive
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Primal

Dual



Application: Segmentation 
Transfer

38



Map Visualization
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Conclusion

Many geometry processing tasks are best viewed as 
linear operators on functional spaces 
Operator composition, inversion and inference all lead to 
simple algebraic operations 
Using multiscale bases can improve compactness 
Performing spectral analysis on the operators can reveal 
the structure in a way that is easy to visualize
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Functional Maps

41



Joint Data Analysis

42



Joint Data Analysis

43Maps Join Data Together



Individual Maps Can Have Errors
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Blended intrinsic maps 
[Kim et al. 11]

Learning-based graph matching 
[Leordeanu et al. 12]

State-of-the-art techniques

Wrong correspondences



Combining Maps
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Blended intrinsic maps 
 [Kim et al. 11]

Composition

Intermediate 
 object

Composition can correct correspondences



Individual Data Set Operations 
Can Have Errors

The interpretation of a particular piece of geometric 
data is deeply influenced by our interpretation of other 
related data

463D Segmentation



The Network View: 
Information Transport  
Between Visual Data
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Networks of Images
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Or of Shapes, Or of Both
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Good Correspondences or Maps are 
Information Transporters

50Maps are based on matching



Matching Has Been Extensively 
Studied
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Maps vs. Distances/Similarities 
Networks vs. Graphs
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A B C

“Persistence” of Correspondences



Societies, or 
Social Networks of Data Sets

Our understanding of data can greatly benefit from 
extracting these relations and building relational networks. 

We can exploit the relational network to 
• transport information around the network 
• assess the validity of operations or interpretations of data (by checking 

consistency against related data) 
• assess the quality of the relations themselves (by checking consistency 

against other relations through cycle closure, etc.) 
• extract shared structure among the data 

Thus the network becomes the great regularizer in joint 
data analysis.
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Consistency of  
Network Transport
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Map Networks for Related Data
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Networks of “samenesses”

Path Invariance



Transform Synchronization 
Problems

56Path invariance ≡ Cycle consistency



Cycle Consistency
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Maps are consistent along cycles



Cycle Consistency

58Consistent

Maps are consistent along cycles



Cycle Consistency
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Inconsistent



Cycle Consistency
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Blended intrinsic maps 
 [Kim et al. 11]

Composition

Inconsistent



Cycle Consistency Can Help
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Direct

Composition

Consistent



The End
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