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Rough Plan

• Linear problems 

• Unconstrained optimization  

• Equality-constrained optimization



Unstructured.

Unconstrained Optimization



Basic Algorithms

Gradient descent

Line search

Multiple optima!



Basic Algorithms

Accelerated gradient descent

Inverse quadratic convergence on convex problems!
(Nesterov 1983)



Basic Algorithms

Newton’s Method
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Line search 
for stability



• (Often sparse) approximation from previous samples and 
gradients

• Inverse in closed form!

Basic Algorithms

Quasi-Newton:  BFGS and friends

Hessian 
approximation



Example:  Shape Interpolation

Fröhlich and Botsch.  “Example-Driven Deformations Based on Discrete Shells.”  CGF 2011.



Interpolation Pipeline

Roughly:

1.  Linearly interpolate edge lengths and dihedral 
angles. 
 

2.  Nonlinear optimization for vertex positions.

Sum of squares: 
Gauss-Newton



Software

• Matlab:  fminunc or minfunc 
• C++:  libLBFGS, dlib, others

Typically provide functions for function and gradient (and 
optionally, Hessian).

Try several!



Some Tricks

Regularization



Some Tricks

Multiscale/graduated optimization



Rough Plan

• Linear problems 

• Unconstrained optimization  

• Equality-constrained optimization



Lagrange Multipliers: Idea



Lagrange Multipliers: Idea

- Decrease f: 
- Violate constraint: 



Lagrange Multipliers: Idea

Want:



Example:  Symmetric Eigenvectors



Use of Lagrange Multipliers

Turns constrained optimization into

unconstrained root-finding.



Many Options

•Reparameterization 
Eliminate constraints to reduce to unconstrained case

•Newton’s method 
Approximation: quadratic function with linear constraint 

• Penalty method 
Augment objective with barrier term, e.g. f(x) + ρ |g(x) |



Trust Region Methods

Example:  Levenberg-Marquardt

Fix (or adjust) 
damping parameter .



Convex Optimization Tools

Try lightweight options

versus

Sometimes work for non-convex problems…

Aside:



Alternating Projection

d can be a 
Bregman divergence



Augmented Lagrangians

Add constraint to objective

Does nothing when 
constraint is satisfied



Alternating Direction 
Method of Multipliers (ADMM)

https://web.stanford.edu/~boyd/papers/pdf/admm_slides.pdf


