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Goal
• Get an idea of the state-of-the-art 3D deep learning 

methods
• Learn the underlying mathematic



2D Vision
• What method dominates current 2D computer vision?



In the future…



What tasks do 2D CNNs solve?
• Classification
• Detection
• Semantic Segmentation
• Instance Segmentation

https://towardsdatascience.com/a-hitchhikers-guide-to-object-detection-and-instance-segmentation-ac0146fe8e11

https://towardsdatascience.com/a-hitchhikers-guide-to-object-detection-and-instance-segmentation-ac0146fe8e11


3D tasks

Detection Instance segmentation



The Representation Challenge 
of 3D Deep Learning

VolumetricMulti-view

Point Cloud Mesh (Graph CNN)

Part Assembly

Implicit Shape

F(x) = 0



The Representation Challenge 
of 3D Deep Learning

Rasterized form 
(regular grids) 

Geometric form
(irregular)



Sparsity of 3D Shapes

Resolution: 32 64 128

Occupancy:

It is computationally expensive to do 3D convolution!



Point cloud
(The most common 3D sensor data)



Agenda
• 3D Classification

• PointNet
• 3D Segmentation

• SparseConv
• 3D Detection

• VoteNet



POINTNET
Qi, Charles R., et al. "Pointnet: Deep learning on point sets for 3d 
classification and segmentation." Proceedings of the IEEE 
conference on computer vision and pattern recognition. 2017.




Directly Process Point Cloud Data

End-to-end learning for unstructured, unordered 

point data 

PointNet Object 
Classification



Permutation invariance

N

D

Point cloud: N orderless points, each represented by a D 
dim coordinate

2D array representation



Permutation invariance

Point cloud: N orderless points, each represented by a D 
dim coordinate

2D array representation

N

D

N

D

represents the same set as 



Symmetric Function

f(x1, x2, ⋯, xn) = f(xi1, xi2, ⋯, xin)

sum:f(x1, x2, ⋯, xn) =
N

∑
i=1

xi

max:f(x1, x2, ⋯, xn) = Nmax
i=1

xi



Construct a Symmetric Function

(1,2,3)

(1,1,1)

(2,3,2)

(2,3,4)

h

Observe:

f (x1, x2,…, xn ) = γ ! g(h(x1),…,h(xn )) is symmetric if      is symmetricg



Construct a Symmetric Function

simple symmetric function
g

Observe:

f (x1, x2,…, xn ) = γ ! g(h(x1),…,h(xn )) is symmetric if      is symmetricg
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Construct a Symmetric Function

PointNet (vanilla)

γ

Observe:

f (x1, x2,…, xn ) = γ ! g(h(x1),…,h(xn )) is symmetric if      is symmetricg

simple symmetric function
g

(1,2,3)

(1,1,1)

(2,3,2)

(2,3,4)

h



Advanced Topic
• Is PointNet a universal function approximator of any 

symmetric function?
• In other words, can we use PointNet to approximate 

any symmetric function as close as we want?



Beyond classification

Concatenate the global feature with each point feature
Do a point-wise classification = semantic segmentation



Robustness



Critical points

γ

(1,2,3)

(1,1,1)

(2,3,2)

(5,1,4)

h

MAX

γ(2,3,2)

(5,3,4)

h

MAX

(5,3,4)



Visualize What is Learned by Reconstruction

Salient points are discovered!



Translation invariant?

https://towardsdatascience.com/what-is-wrong-with-convolutional-neural-networks-75c2ba8fbd6f

• Global feature depends on absolute coordinate. 
Hard to generalize to unseen scene configurations!

https://towardsdatascience.com/what-is-wrong-with-convolutional-neural-networks-75c2ba8fbd6f


Hierarchical feature learning
 Multiple levels of abstraction

Limitations of PointNet

3D CNN (Wu et al.) PointNet (vanilla) (Qi et al.)

Global feature learning
Either one point or all points

• No local context for each point!



PointNet++: Multi-Scale PointNet

N points in 
(x,y)

N1 points in 
(x,y,f)

N2 points in 
(x,y,f’)

Repeat 
• Sample anchor points 
• Find neighborhood of anchor points 
• Apply PointNet in each neighborhood to mimic convolution



Farthest point sampling

https://flothesof.github.io/farthest-neighbors.html

• choose one point at random as a starting 
point


• add the farthest point from the remaining 
points to the solution set


• do this until we have reached k points in 
the solution set

https://flothesof.github.io/farthest-neighbors.html


Ball query

PointNet

PointNet

Level i Level i+1



Pipeline



SPARSE-CONV
Graham, Benjamin, Martin Engelcke, and Laurens van der Maaten. 
"3d semantic segmentation with submanifold sparse convolutional 
networks." Proceedings of the IEEE conference on computer vision 
and pattern recognition. 2018.



Strong performance

Top 3 entries are based on SparseConv



Terminology
• d-dimension CNN with (d+1)-dimension input

• e.g. 2D CNN with HxWxC image
• d-dimension site: associated with a feature vector
• active site: site associated with a non-zero feature
• ground state: zero feature vector



Sparse convolution (SC)



Dilated issues

SparseConv Submanifold SparseConv

Sparsity reduce 
Computation increase

Sparsity keep 
Computation keep



Submanifold Sparse convolution (SSC)



Dense vs. Sparse conv

https://github.com/StanfordVL/MinkowskiEngine

Dense Convolution Submanifold Sparse Convolution

https://github.com/StanfordVL/MinkowskiEngine


Implementation (dense)

https://github.com/Yangqing/caffe/wiki/Convolution-in-Caffe:-a-memo

Convert convolution to matrix multiplication

https://petewarden.com/2015/04/20/why-gemm-is-at-the-heart-of-deep-learning/

https://github.com/Yangqing/caffe/wiki/Convolution-in-Caffe:-a-memo
https://petewarden.com/2015/04/20/why-gemm-is-at-the-heart-of-deep-learning/


Implementation (sparse)

 

4x4 input feature map

https://github.com/Yangqing/caffe/wiki/Convolution-in-Caffe:-a-memo


Implementation (sparse)

 

4x4 input feature map Input matrix:  
build input hash table

Index Loc

0 (0, 3)

1 (3, 2)

Feature

https://github.com/Yangqing/caffe/wiki/Convolution-in-Caffe:-a-memo


Implementation (sparse)

 

4x4 input feature map Input matrix:  
build input hash table

Index Loc

0 (0, 3)

1 (3, 2)

Feature

Kernel matrix: 
 build 9=3x3 rule books

Input Output

0 0

1 1

3x3 kernel

1 2 3

4 5 6

7 8 9

5th rule book

https://github.com/Yangqing/caffe/wiki/Convolution-in-Caffe:-a-memo


Implementation (sparse)

 

4x4 input feature map Input matrix:  
build input hash table

Index Loc

0 (0, 3)

1 (3, 2)

Feature

Kernel matrix: 
 build 9=3x3 rule books

Input Output

0 0

1 1

3x3 kernel

1 2 3

4 5 6

7 8 9

5th rule book

Index

0

1

Feature

Input matrix:  
gather input features

https://github.com/Yangqing/caffe/wiki/Convolution-in-Caffe:-a-memo


Implementation (sparse)

 

4x4 input feature map Input matrix:  
build input hash table

Index Loc

0 (0, 3)

1 (3, 2)

Feature

Kernel matrix: 
 build 9=3x3 rule books

Input Output

0 0

1 1

3x3 kernel

1 2 3

4 5 6

7 8 9

5th rule book

Index

0

1

Feature

Input matrix:  
gather input features

Output matrix:  
add to output hash table

Index Loc

0 (0, 3)

1 (3, 2)

Feature

Multiply by kernel weight

https://github.com/Yangqing/caffe/wiki/Convolution-in-Caffe:-a-memo


Application

Classification

Semantic Segmentation



VOTENET
Qi, Charles R., et al. "Deep hough voting for 3d object detection in 
point clouds." Proceedings of the IEEE International Conference on 
Computer Vision. 2019.



3D R-CNN?

https://www.techleer.com/articles/528-mask-r-cnn-mask-r-cnn-for-object-detection-and-instance-segmentation-on-keras-and-tensorflow/

https://towardsdatascience.com/review-faster-r-cnn-object-detection-f5685cb30202


Challenges for 3D detection
• For 2D, the center of the bounding box of an object is 

usually a local maximal of the activation.
• However, for 3D, the point cloud is located at the 

surface. Thus, the center of the 3D bounding box is not 
necessary to be located on the surface.

• It is still an open question how to represent 3D 
instances (bounding box or others)?



Generalized Hough transform

Ballard, Dana H. "Generalizing the Hough transform to detect arbitrary shapes." Readings in computer vision. Morgan Kaufmann, 1987. 714-725.



Example: fit a line

x

y y = ax + b

In order to find a line passing the points, 
we can check lines passing each points.



Example: fit a line

x

y

Image space Parameter (Hough) space

x0

y0

b

a

b = − x0a + y0



Example: fit a line

x

y

Image space Parameter (Hough) space

x0

y0

b

a

b = − x0a + y0

x1

y1

b = − x1a + y1



Example: fit a line

x

y

Image space Parameter (Hough) space

x0

y0

b

a

b = − x0a + y0

x1

y1

b = − x1a + y1
b = − x2a + y2

x2

y2

coordinate —> line parameter



Generalized hough transformation

http://vision.cs.utexas.edu/376-spring2018/slides/lecture7-spring2018.pptx

Model image Vote spaceNovel image

xx
x

x

Ref. point

Displacement 
vectors

point info —> displacement to the reference point



Generalized hough transformation

http://vision.cs.utexas.edu/376-spring2018/slides/lecture7-spring2018.pptx

• Define a model shape by its boundary points 
and a reference point.

x a

p1

θ
p2
θ

At each boundary point, 
compute displacement 
vector: r = a – pi.

Store these vectors in a 
table indexed by 
gradient orientation θ.

Offline procedure: 

Model shape

θ

θ

…

…

…



Generalized hough transformation

http://vision.cs.utexas.edu/376-spring2018/slides/lecture7-spring2018.pptx

p1

θ θ

For each edge point:
• Use its gradient orientation θ

to index into stored table 

• Use retrieved r vectors to 
vote for reference point

Detection procedure: 
x

θ θ

Novel image

θ

θ

…

…

…

θ

xx

xx



Learn the distribution of object positions

 http://vision.cs.utexas.edu/376-spring2018/slides/lecture7-spring2018.pptx

B. Leibe, A. Leonardis, and B. Schiele, Combined Object Categorization and 
Segmentation with an Implicit Shape Model, ECCV Workshop on Statistical 
Learning in Computer Vision 2004

training image

“visual codeword” with
displacement vectors

Instead of indexing displacements by gradient 
orientation, index by matched local patterns.

http://vision.stanford.edu/teaching/cs231a_autumn1112/lecture/lecture17_object_detection_cs231a.pdf


Vote for objects

http://vision.cs.utexas.edu/376-spring2018/slides/lecture7-spring2018.pptx

B. Leibe, A. Leonardis, and B. Schiele, Combined Object Categorization and 
Segmentation with an Implicit Shape Model, ECCV Workshop on Statistical 
Learning in Computer Vision 2004

test image



Implicit shape model

 a bottom-up method

Leibe, Bastian, Ales Leonardis, and Bernt Schiele. "Combined object categorization and segmentation with an implicit shape model." Workshop on statistical learning in 
computer vision, ECCV. Vol. 2. No. 5. 2004.



VoteNet



Learning to vote

Learn the displacement to 
the bounding boxcenter



Cluster vote

Use farthest point sampling 
to get the cluster

Negative

Positive


